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Abstract—In this work, we consider the problem of online
centralized kinodynamic multi-robot replanning (from poten-
tially non-stationary initial states) and coordination in known
and cluttered workspaces. Offline state lattice reachability
analysis is leveraged to decouple the planning problem into
two sequential graph searches—one in the explicit geometric
graph of the environment and the other in the graph of the
higher-order derivatives of the robot’s state—in a manner such
that the intermediate vertices of a safe set of geometric paths
are guaranteed to have a feasible assignment of higher-order
derivatives. Without additional iterative refinement procedures,
the resulting time parameterized polynomial trajectories are
dynamically feasible and collision-free. Planning results with
up to 20 robots in two and three dimensional workspaces
suggest the suitability of the proposed approach for multi-robot
replanning in known environments.

I. INTRODUCTION

An efficient online planning or replanning methodology
is a critical requirement for safe, responsive, and robust real
world multi-robot deployments. The need to replan typically
stems from invalidation of existing plans due to partial
knowledge of the environment (e.g., unmapped regions or
dynamic obstacles) or in scenarios that necessitate online
changes in the goal locations (e.g., monitoring [17] or the-
atrical [4] applications). This work considers the problem of
multi-robot replanning from potentially non-stationary initial
states, specifically, in response to online changes in goal
locations in a known and static workspace.

In contrast to planning from stationary states, non-
stationary initial states increase the complexity of both the
motion-planning and the coordination problem. Planning
dynamically feasible and collision-free trajectories from non-
stationary states necessitates reasoning about the higher-
order derivatives of position, increasing the dimensionality of
the search space. In this case, geometric planning followed
by iterative refinement as in [21] may restrict trajectories
to infeasible homotopies. The coordination problem is made
additionally challenging as robots cannot be assigned time
offsets as in [27] in order to avoid path conflicts.

The state-of-the-art approaches in kinodynamic motion-
planning can be classified into search-based [16], sampling-
based [13], [14], or optimization-based methods [18], [22].
For multi-robot motion-planning, search and sampling-based
methods [2], [5], [9], [15], [27] typically use coupled [24],
decoupled [8], [25], or hybrid [26], [28] graph-theoretic
multi-agent path-finding algorithms or variants of the RRT
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Fig. 1: Trajectories for 10 robots in a three dimensional warehouse
environment from non-stationary initial states. (Top) Avoiding inter-
robot collisions. (Bottom) Avoiding obstacles in warehouse. Rep-
resentative video: https://bit.ly/2IzeDde

algorithm [12] to find an initial set of collision-free geometric
paths. These geometric paths are then iteratively refined to
generate feasible and safe trajectories for the multi-robot
team. While the complexity of decoupled discrete methods
[25], [27] scales well with the number of robots, state-of-
the-art graph-theoretic multi-robot planning approaches such
as [27] typically assume stationary initial states. This limits
their applicability in scenarios that necessitate replanning
from non-stationary states due to a loss of guarantees on
feasibility and safety. The authors in [15] tackle this issue
by exploring alternate geometric routes in case the original
routes are deemed infeasible or unsafe; however, the evalu-
ation of each candidate control input for dynamic feasibility
and collisions with other robots restricts the applicability
of this approach in online planning scenarios. Optimization-
based methods [18], [20], [22] do not impose any restrictions
on the initial state and find the optimal solution for the plan-
ning problem in a continuous representation of the composite
state space. However, high computational complexity renders
these approaches impractical for online use.

This paper presents a graph-theoretic kinodynamic plan-
ning and coordination approach for multi-robot teams in
known and cluttered workspaces without assuming stationary
initial states. We leverage offline state lattice reachability
analysis to find geometric paths in the explicit graph of the
environment in a manner that ensures a feasible assignment
of higher-order derivatives at intermediate vertices of the
geometric paths. The resulting polynomial trajectories are
guaranteed to be dynamically feasible and collision-free
without additional refinement. Within the context of the state-
of-the-art in kinodynamic multi-robot motion-planning, the
proposed methodology can be used as (A) a standalone
planning or replanning strategy in sparsely cluttered envi-
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ronments (Fig. [I) for certain classes of dynamical systems,
(B) a computationally efficient method for generating infor-
mative guides in obstacle-rich environments for sampling-
based methods [15], and (C) for seeding optimization-based
methods [18], [22].

The paper is organized as follows. Section [lI| describes
the problem statement. The proposed approach is detailed in
Section [[IIl and evaluated in Section The conclusion and
future work is discussed in Section

II. PROBLEM STATEMENT

R and N denote the set of real and natural numbers
respectively. S represents a set and M, v, and s denote
matrices, vectors, and scalars respectively. |S| refers to the
cardinality of the set S.

We consider the homogeneous, labelled [30] multi-
robot kinodynamic motion-planning problem in a known
workspace defined by the tuple (Z, F,W), where Z € R?P
and F € RP? denote the set of initial and final states
respectively and p € N is the dimensionality of the robot’s
state space. WV is the known workspace. Wi and Wiec
denote the set of points in the free and occupied spaces
respectively, i.e., W = Weee U Wce.

We seek to generate a time parameterized polynomial
trajectory set, =, for the multi-robot team such that all
trajectories in = are dynamically feasible (requirement R1),
collision-free (requirement R2), and terminate at the goal
state (requirement R3).

III. APPROACH

This section is organized as follows:

1) Sect. describes the environment representation.

2) In Sect. the one step reachability for a discrete
set of higher-order derivatives, S, is evaluated within
a geometric lattice structure [19].

3) In Sect. [[lI-C] the one step reachability information is
used to construct k-step position invariant reachability
trees; one for each state s; € S. At a high level, reacha-
bility trees encode the local connectivity between states
in S induced from an initial state in an obstacle-free
workspace over k time steps.

4) Sect. [[lI-D] presents the two-stage single robot planning
algorithm. The first stage leverages the offline reacha-
bility information to concurrently find a geometric path
in the explicit graph of the environment and construct
a graph in the space of the higher-order derivatives
of position (we refer to this graph as the derivative
graph). In the second stage, higher-order derivatives
are assigned to the vertices of the geometric path
by searching for a path in the derivative graph that
minimizes a predefined cost metric.

5) In Sect. [[TI-E] a prioritized, cooperative planning strat-
egy (similar to [25]) is used to extend the single robot
planning algorithm for the multi-robot case.

A. Environment Representation

A kj, connected state lattice structure (e.g., an 8-connected
lattice as shown in Fig. [2)) is translated across the workspace
W to create an explicit geometric workspace graph Gyy =
(Vw, Ew). Viy represents the set of vertices within free
space and Fyy denotes the set of edges. The adjacency matrix
A € RIYWIXIVwl encodes the weighted connectivity between
the vertices in iy along the edges in Eyy. The start (ISOS)
and goal () positions of the ith robot are assumed to lie
within the same connected component [29] of Gy,.

B. Offline Reachability Analysis

Let S denote the discretized feasible set of higher-order
derivatives in the state-space of the robot. For an acceleration
controlled system, S consists of feasible velocities; for a
jerk controlled system, S consists of feasible velocities and
accelerations.

For each initial state s; € S and for each edge in the
lattice, |S| time parameterized polynomial trajectories of a
fixed time duration, tgxeq, are generated from s; to the final
state s;, V5 € {1,...,|S]}.

Each polynomial trajectory is evaluated for violation of
differential (constraint C;) and curvature constraints (con-
straint C). The curvature constraints are imposed by a
rectangular convex region of fixed width around each edge in
the lattice (Fig. [2). While constraint C; ensures dynamic fea-
sibility, constraint Cs is leveraged in the multi-robot planner
(Sect. for efficient collision checking. C = {Cy,Co}
denotes the cumulative constraint set.

For each s; € S, a cost matrix C € RIF2+1IXISI and an
adjacency vector a € {0,1}*2+! is maintained. The cost
matrix captures the cost of transitioning from state s; to s;
(Vj € {1,...,]S|) along an edge in the lattice structure. Let

Z’?j be the polynomial coefficients of the trajectory connecting
s; to s; along the kth edge. The cost matrix is updated as
follows:
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Fig. 2: Polynomial trajectories are generated from a fixed state s; €
Stos; € SVj € {1,...|S|} within the geometric lattice structure.
Trajectories that violate differential constraint C; (A) or curvature
constraint C2 (B) are deemed infeasible. The trajectory costs are
stored in the C matrix and the one step adjacency is stored in the
boolean valued vector a (D), where reachable vertices are denoted
in black.



where c(si,sj) is the trajectory cost function and fey, —
{0,1} checks the polynomial trajectory §fj for violation
of the constraint set C. The total control effort along the
polynomial trajectory (e.g., acceleration, jerk, etc. depending
on the control input for the system) is used as a measure of
cost. The one step adjacency that an initial state s; induces
within the lattice structure is stored in the boolean valued
adjacency vector a.

A library L; stores the cost matrix C and the adjacency
vector a for each s; € S. We denote the set of all libraries
by L= {Ll,...,L|S‘}.

C. Offline k-Step Forward Reachability Tree Construction

A position invariant k-step reachability tree is constructed
for each library in the library set by evaluating its forward
reachability over a k-step horizon in an obstacle-free un-
bounded workspace.

Each reachability tree 7; is defined by the tuple
(Ar,,Rr,). The matrix A7, € RIVTIXIVrl js the geometric
adjacency matrix that state s; induces in an obstacle-free
environment over k time steps. Here, Vr represents the
origin-centered time-indexed reachable position vertices in
an obstacle-free workspace over k time steps assuming a
stationary initial state. Ry € {0,1}/V7!¥ISI denotes the
boolean valued reachability matrix that maps the vertices
in Vp to reachable states in S given the initial (root) state
sinit- The set of all the k-step reachability trees is denoted by
T: {Tl,... ,ﬂs|}.

Fig. 3| illustrates the rationale behind the k-step reachabil-
ity evaluation. Let s; € S be the higher-order derivatives
associated with the current position x of the robot and
A% be the corresponding k-step adjacency. Let A¥,, be the
adjacency matrix of the k-step graph of the workspace W
centered around x. While all the edges in A3, are collision-
free, some edges might be dynamically infeasible given s;
and constraint C;. The adjacency matrix, A*, corresponding
to the k-step graph centered at x that contains dynamically
feasible and collision-free edges is obtained by taking the
element-wise product of A}, and A%:

A* = (A3 © AT )5 2

Using (@) allows for efficiently obtaining the set of dy-
namically feasible and safe geometric edges over multiple
time steps in the single and multi-robot planners.

D. Single Robot Planner

An iterative, receding horizon planning strategy is used
for the single robot planner. Let Xy and Xqny denote the
initial and final positions and s;p;; and Sgy, denote the initial
and final higher-order derivatives. Algorithm [T| describes the
single robot planning procedure.

In each iteration, a k-step tree Tyehve 1S constructed from
the k-step trees corresponding to all the available (active)
libraries (L£57.) at the current position vertex. In the first
iteration 7yeive corresponds to the k-step tree of sy (line 4).
In each iteration, Vr  is translated by the robot’s current
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Fig. 3: The k-step graph in R? with dynamically feasible and
collision-free edges, A”, can be obtained by taking the element-
wise product of AfJ,, (which encodes the collision constraints) and
A;i (which encodes the feasibility constraints).

position into the world frame and the workspace constraints
are incorporated into A, (line 7) using (2).

The adjacency and reachability matrices of Tcive are
queried to check if the goal state (Xfinal, Sfina) 1S reachable
within the k-step horizon (line 8). If the goal is reachable,
the minimum cost path [6] is found from the root node and
the geometric planning terminates (line 10).

If the goal state is unreachable within the k-step horizon,
a hierarchical graph Gy = (Vy,Epg) is constructed that
considers the dynamic feasibility and the workspace collision
constraints for the first k time steps and only the workspace
collision constraints after the kth step (line 16). The vertex in
Vi after the kth time step that corresponds to X, is chosen
as the goal vertex and the shortest path is found from the root
node. The first k steps of this path are retained, providing a
partial geometric path Pj,. If no path exists, the algorithm
reports failure and terminates.

Once a partial geometric path P, is found for the
planning iteration, the active libraries L,¢ve at the root vertex
are propagated along the edges of the partial path to update
a directed derivative graph Gp = (Vp, Ep) (line 12, 138).
Laciive 18 reinitialized to include the active libraries associated
with the last vertex of the partial path (line 20). The vertices
of Gp are the time-indexed, higher-order derivatives, and
the edges encode the connectivity between these higher-order
derivatives over successive time instances. The edge weights
between pairs of vertices are queried from the relevant cost
matrices computed in section [[II-B]

Instead of selecting a library from the active library set
after each planning iteration, all the k-step trees from the
libraries in L,qve are merged (line 21). Since the adjacency
matrix of the k-step trees encode the dynamics of the
underlying state, the resultant tree (7ueve) Will maintain
all the higher-order information from the active libraries
used for its construction. This biases the construction of
the geometric tree in a direction of dynamic feasibility,
ensuring the existence of a continuous kinodynamic path
if a geometric solution can be found. The merge operation
updates Rt and A7 according to (3).



Algorithm 1 Find a dynamically feasible and safe trajectory
&, given the initial and final positions, Xjn; and Xgn, and
derivatives, Siyi; and Sgp, respectively.

Algorithm 2 Find a dynamically feasible and safe polyno-
mial trajectory set = for a robot team R given the initial and
final states Z and JF respectively.

procedure SINGLEROBOTPLANNER (Xinit, Xfinal, Sinits Sfinal)

1:

2 initialize empty path P

3 initialize empty derivative graph Gs

4: set Acactive to Linic and 7?1ctive to 71init

5: path_found < False

6: while iter < max_iter do

7 incorporate workspace constraints in Ticive using )
8: goal_found <« is goal state (Xfinal, Sfina) 1S in Tactive
9: if goal_found then

10: Pier < find shortest path to goal

11: path_found < True

12: Gs <—update derivative graph using Pier, £

13: append Py to P

14: break

15: else

16: G <—construct hierarchical graph using Tactive
17: Pier < find shortest path to goal in Gx

18: Gs <update derivative graph using Pier, £

19: append Py to P
20: reset Lacive DY propagating current Lycive along Pier
21: reinitialize new Tciive USING (EI)
22: update Xinie < Pier(end)
23: if path_found then
24: D < find shortest path in derivative graph Gs
25: & < compute polynomial trajectory using P, D, tfixed
26: return &
27: else
28: | return 0

Ilter. i+1
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Fig. 4: Once a partial geometric path (shown in black) is found
for the ith iteration, the k-step trees corresponding to the available
libraries at the last vertex of the partial path (Left) are merged to
construct one k-step tree for the subsequent iteration. This biases
the geometric tree within a dynamically feasible cone (Right) to
ensure the existence of a continuous kinodynamic path.

The merge operation allows for the deferment of the
assignment of higher-order derivatives until after a safe geo-
metric path is found. Afterwards, the higher-order derivatives
are assigned to each vertex by finding the least cost path in
the derivative graph Gp.

Lo 1, if 3 RTE (l,]) =1 VEk € ‘Cactive

7}-1clive( ’]) = : *
0, otherwise

1, if 3 ATLk (Z,]) =1 Vﬂk € Acactive

oo, otherwise

A7;clive (Z? .7) = {
3)

1: procedure MULTIROBOTPLANNER(/, F')

2: for Vr; € R do )

3: initialize empty path P*

4: initialize empty derivative graph Gfg

5: set ‘Cz;ctive to Lilnil and ﬁzlive to T‘i:ﬁt

6: path_found_i <— False

7: while iter < max_iter do

8: O <« assign priority as in

9: for Vi € O do

10: | Algorithm 1: lines 7-23

11: if V path_found_i = True then

12: for Vr; € R do )
13: D" + find shortest path in derivative graph G's
14: &' < compute trajectory using P D?, thxed
15: = <+ Append &*
16: return =

17: else
18: | return )

E. Multi-Robot Planner

A prioritized, cooperative planning strategy (similar to
[25]) is used for the multi-robot case. In each iteration, a
priority ordering (discussed in O is computed for
the robot team and k-step paths are computed sequentially
for each robot in a manner similar to the single robot
planner described in Algorithm 1 (lines 6-24). The multi-
robot algorithm is summarized in Algorithm 2.

1) Priority Assignment: In order to compute O, the set
of robots R is partitioned into two disjoint subsets: Ry
(stationary) and R, (non-stationary). If the active library set
L. . of robot r; contains the rest state—having zero higher-
order derivatives—r; is added to the R set. Otherwise, the
robot r; is added to the R, set. All the robots in R, are
assigned a higher priority than the robots in Rg. Within
Ry, robots are assigned priority based upon their lowest
achievable speed, where robots that are bounded to move
faster have higher priority due to lower maneuverability from
having fewer available edges. The robots in R are assigned
priority according to the length of the shortest geometric
path (ignoring robot interactions) from their position at the
beginning of an iteration to their respective goal positions,
with robots needing to cover longer distances having higher
priority. Searching the workspace graph Gyy using standard
graph search techniques [6] provides the shortest path for
each robot.

2) Hierarchical Graph Construction: We note one dif-
ference in the hierarchical graph construction step. For a
robot ;, the partial geometric paths of robots with a higher
priority are queried, and the edges in the first k& time steps
from the hierarchical graph of robot r; that intersect with
these partial paths are removed. Since the offline reachability
analysis constrains the curvature of the resulting trajectories
to a rectangular convex hull of fixed width (constraint Cs), the
edges in collision with higher priority paths can be pruned
using a line-polytope intersection algorithm (e.g., [7]).
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Fig. 5: Representative experiments conducted in S1. The two figures
on the left show examples of the resulting polynomial trajectories
for 10 robots w/ non-stationary starts in a 10 x 10 m? environment.
(Top Right) Inset showing the non-zero initial velocity profile.
(Bottom Right) Inset showing three robots (priorities P; through
Ps) navigating the environment and avoiding collision. Times of
arrival are shown for each robot at trajectory intersections.

IV. EVALUATION

A. Implementation Details and Experimental Design

The single and multi-robot planners were implemented in
Julia [1] and evaluated on a Lenovo Thinkpad with a Intel
4-Core 2.80GHz i7 CPU and 16 GB RAM.

The proposed method is qualitatively and quantitatively
evaluated by conducting two studies. For all evaluations,
a tree depth (Sect. [lI-C) of 3 was used. Study S1 ex-
perimentally shows that if the planner successfully finds a
solution (i.e., a set of geometric paths) for a multi-robot
planning problem (Sect. [M), the resulting trajectories are
dynamically feasible and collision-free. Study S2 character-
izes the variation in the memory requirements, computational
complexity, and the solution quality of the proposed approach
for different cardinalities of the discrete set of higher-order
derivatives, S. Sect. discusses the completeness of the
single and multi-robot planning algorithms. In Sect. we
compare our algorithm to the multi-robot variants of state-
of-the-art search [16] and sampling-based [23] algorithms.
Finally, in Fig. [§] qualitative results of the proposed approach
applied to online multi-robot replanning are shown in a
realistic three dimensional environment.

B. Dynamic Feasibility and Safety

For S1 (Fig. [6), 1000 multi-robot planning experiments are
conducted for each n; € N = {1,5,6,8,10, 15,20} robots
in two dimensional environments with different obstacle
densities and scales (minimum scale 10 x 10 m?, maximum
scale 50 x 50 m?2, lattice resolution 0.5 m). The results
verify that if the multi-robot planner successfully finds a set
of collision-free geometric paths for the multi-robot team,
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Fig. 6: S1: Tests employ robots of radius 0.1 m, an acceleration limit
of 7 m/s?, and jerk limit of 65 m/s>. Sub-figures (a), (b), and (c)
show the distribution of inter-robot clearance distances, maximum
accelerations, and jerks, while sub-figure (d) shows the distribution
of initial speeds for all experiments in which geometric paths were
successfully found. Sub-figure (e) shows the variation in success
rates for Vn; € N against the environment scale. Results verify
the claim that if a set of geometric paths is found the resulting
trajectories are both feasible (R1) and safe (R2).

the resulting polynomial trajectories are dynamically feasible
and collision-free.

C. Computational Complexity

For S2 (Table [l Fig. [7), 200 multi-robot planning experi-
ments are conducted for different cardinalities of the discrete
set of higher-order derivatives (|S| = {81,289, 1089, 1681})
for each n; € N. Table [[] compares the percentage variation
in the solution cost (total jerk across all trajectories) and
the planning time baselined against |S| = 81 for 5 robots.
The baseline implementation of the proposed approach, as
described in Sect. leads to roughly a 200 % increase
in the planning time for |S| = {1089, 1681}, and is primarily
attributed to the large matrix operations in (3).

To reduce the computational cost, only a sub-sample of
the active states are chosen at each vertex along the partial
path (Algorithm ] line 18). A kd-tree is constructed from the
active state velocities at each vertex and the n closest vertices
to the weighted expected velocity for the next two steps are
chosen. This sub-sampling leads to a significant reduction in
the planning time. For the experiments in S1 with |S| = 289,
a maximum of 10 libraries were selected, leading to a ~ 90%
reduction in the planning time, while only increasing the
solution cost by approximately 7 %. There is a planning
time reduction between |S| = 81 and |S| = 289, as there
are more reachable states allowing for connections to more
vertices in the tree. Scaling further, however, increases the



TABLE I: Mean percentage variation (+:increase, -:decrease) in
the solution cost (S.C.) and the planning time (P.T) for different
cardinalities of S compared against |S| = 81 for 200 experiments
with 5 robots. We assume an acceleration controlled system with
Umax = 2.82 m/s to construct S.

Card(S) 289 1089 1681
Memory requirements for £ and 7 5.8MB | 109MB | 231.4MB
Offline computation time 70 s 1 hour 3 hours
Pct. change in P.T. (w/o sub-sampling) 90.53 211.5 214.9
Pct. change in P.T. (w/ sub-sampling) -1.83 14.66 12.88
Pct. change in S.C. (w/o sub-sampling) | -23.19 -31.24 -31.39
Pct. change in S.C. (w/ sub-sampling) -20.06 -23.94 -23.69
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Fig. 7: S2: Sub-figures show characterization of computational
complexity and scaling of computation times (C.T.) for different
cardinalities of the discrete set S: (a) 289 and (b) 1681 with 10
sub-sampled states. The complexity of the proposed approach is
approximately O(N?) for up to 20 robots. The planning times
(< 1 s for up to 10 robots) suggest the viability of the proposed
approach for online replanning.

time as finer discretization results in similar states that are
chosen by the kd-tree. This leads to redundancy rather than
new information about available connections in the tree.
Fig. [7| shows the absolute computation times for |S| =
{81,289,1089, 1681} (w/ sub-sampled states) as well as the
scaling of algorithm complexity (approximately O(N?) for
N < 20) for different team sizes. These results suggest the
viability of the proposed approach for online multi-robot
planning in known, cluttered, and static workspaces.

D. Algorithm Completeness

The single robot planner is resolution complete with
respect to the constraint set C and discretization of the
environment and the state space. This guarantee stems from
the completeness of Dijkstra’s algorithm [6] and the merge
operation [3}—shown in Algorithm [} line 21—where each
planning iteration captures the geometric k-step adjacencies
induced by all possible higher-order derivatives at a geomet-
ric vertex given the initial state of the robot. For the case of
multi-robot planning, this method is incomplete due to the
use of a prioritized strategy [3].

E. Comparison with Search and Sampling-Based Techniques

We compare our approach (approach Al) to two decou-
pled and prioritized multi-robot extensions: (A) a search-

based motion-planning approach using motion primitivesﬂ

[16] (approach A2) that discretizes the control input space
as opposed to the state space as in our approach and
(B) a sampling-based approach that uses the differential
fast marching tree algorithm [23] (approach A3). For this

https://github.com/sikang/mpl_ros

TABLE II: Comparison results for success rate, computation times,
and solution cost. 100 experiments were conducted for team sizes
of 1, 5, and 10 in 10 randomly generated 10 x 10 m? workspaces.

N Success % Avg. Time (s) Avg. Cost

Al A2 | A3 Al A2 A3 Al A2 A3
1 100 | 91 95 | 0.006 | 0.021 | 0.046 18.4 6.27 | 11.6
5 98 81 85 | 0.102 | 0.522 | 0.244 88.9 30.3 | 57.1
10 82 77 71 0.349 1.10 0.702 | 189.3 | 60.4 116

comparison, 18 primitives were used per robot for approach
A2 and 1000 nodes were used per robot for approach A3.

As summarized in Table |lI} our approach achieves lower
computation times and higher success rates. However, the
resulting paths incur a higher cost (approximately 3 times the
cost of [16]). For this comparison, an acceleration controlled
system is assumed and the cumulative control effort for
the entire robot team is used as a measure of cost. The
high cost in the proposed approach is primarily attributed
to trajectories being constrained to the spatial lattice.

Fig. 8: Replanning with non-stationary initial states for 10 robots
in a 3D workspace. (Left) Two replanning instances for one robot
starting at the bottom left corner and planning to the goal indicated
by the number for the planning period (green to red to blue). (Right)
The final trajectories for 10 robots over two replanning instances.
Each robot is represented by a distinct color. The average replanning
time for 10 robots in the 3300 m*® warehouse environment with
11,000 vertices and |S| = 1089 was approximately one second.

V. CONCLUSION AND FUTURE WORK

This paper presents a computationally efficient method for
motion-planning of multi-robot teams from non-stationary
initial states in known, static environments. Results show that
the proposed approach generates feasible and collision-free
trajectories for up to 10 robots from non-stationary states in
under one second, suggesting its viability for online planning
or replanning.

Since there exists a trade-off between the solution cost
and memory usage as the discretization for constructing the
set of higher-order derivatives increases, we intend to ex-
plore more efficient set construction techniques—identifying
representative states that express the reachability of similar
states—to better select or generate states. Another avenue
that we plan to explore is how the proposed approach can
be combined with search or sampling-based methods that
discretize the control input space [15], [16] for efficient
single robot local planning in partially known [10], [11] and
dynamic environments.
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